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Abstract 

In this paper, Abstract Neutral Functional Integrodifferential System with Distributed Delays 

in the control was presented for relative controllability analysis. We used variation of 

parameters to obtain the solution of our system of interest as an integral equation. The integral 

equation contains the values of the control                                .The values 

of the control u(t) for          enter into the definition of the initial complete state. To 

separate them we applied the Unsymmetric Fubini Theorem and the integration is in the 

Lebesque-Stielties sense. The set functions (controllability grammian, reachable set, 
attainable set, target set) upon which our study hinges were extracted and thus established that 

the system is relatively controllable. However, necessary and sufficient conditions for the 

relative controllability of the system were stated and established/proved. 
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1. INTRODUCTION: 

The problem of controllability of linear and nonlinear systems represented by 

ordinary differential equations infinite dimensional space has been extensively 

studied. Many authors have extended the controllability concept to infinite 

dimensional systems in Bamach spaces with bounded operators. K. Naito (1989) has 

studied the controllability of semi linear systems. M. Yamamoto and J. Y. Park 

(1990) discussed the same problem for parabolic equation with uniformly bounded 

nonlinear term. While E.N. Chukwu and Lenhart (1991) studied the controllability of 

nonlinear systems in abstract spaces. M. D. Quinn and Carmichael(1984-1985) 

showed that the controllability problem in Banach space can be converted into a fixe 

pointed problem for a single-valued mapping. Balachandran (1996, 1998) had 

studied the controllability and local null controllability of Sobolve-type 

integrodifferential systems in Banach spaces by using Schauder’s fixed point 

theorem.  

The purpose of this work is to investigate the relative controllability of the following 

abstract neutral functional integrodifferential system with distributed delays in the 

control.  

 

  
                             

 

 
        

 

  
                        (1.1) 

                                                          .                                                      

Where   is the phase space, the state variable     takes values in Banach space X 

and the control function       is given in          (                         

the Banach space of admissible control functions with     Banach space.   is a 

bounded linear operator from   into     the unbounded linear operators     

generates an analytic semi-group, and            are appropriate functions. 

2.0   Preliminaries and Definitions 

Throughout this work X will be a Banach space with norm               will 

be the infinitesimal generator of a compact analytic semigroup of uniformly bounded 

linear operator       Let        then it is possible to define the fractional power  

              as a closed linear operator on its domain D(  ). To study the 

system (1.1), we assume that the histories                         belong 

to some abstract phase space B, which is defined axiomatically. In this work, we will 

employ an axiomatic definition of the phase space B introduced by Hale and Kato 

(1978) and follow the terminology used in the paper of Y. Hino (1991).  Thus, B will 

be a linear space of functions mapping        into X endowed with a norm      

.Let us assume that B satisfies the following axioms: 

(1) If                    is continuous on                     then for 

every time           the following conditions hold: 

(a)            ; 

file:///C:/Users/user/Desktop/March%202013%20Vol%205%20No%202/Final%20Draft/www.aasrc.org/aasrj


American Academic & Scholarly Research Journal       Vol. 7, No. 5, July 2015  
2014May 2014 

www.aasrc.org/aasrj  

 

104 
 

(b)               
   

(c)      
                                       . 

                                                                   

            H is continuous and M is locally bounded, and K, H, M is independent of       

(d)  For the function                is a B-valued continuous function on 

                 

(2) The space B is a complete space. Now we can give basic assumptions on the 

system (1.1). 

(i)                is a continuous function, and there exists a 

constant         and         such that the function g is 

   valued and satisfies the lipschitz condition: 

 

                             

                   
    

                                         

                   
                           

     

 

(3)  The function                 satisfies the following conditions: 

(i)                                                      

                                                                     

(ii)                                                                      

                                    

               

and  

        
         
   

  
 

 
     

 

 

 

 

                

           

(4)  The linear operator     from    into    is defined by 

                                          
 

   

 

 
 

         and there exists a bounded invertible operator                 

                                                      ,      

         where     is a bounded linear operator. 

 

2.01:  Variation of parameters 

The function                is a solution of system (1.1) if     , then the 

restriction of      to the interval        is continuous and for each         the 

function                         is integrable and the following integral 

equation is the required solution of system (1.1). 

                                              
 

 
              

              
 

  

 

 
                         

 

 
          (2.1) 
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(2.1)⟹                                           
 

 
       

                 
 

  

 

 
                                       

 

 

 

 
     (2.2) 

 

The fourth term in the right-hand side of system (2.2) contains the values of the 

control      for                           the values of the control          

          enter into the definition of the initial complete state      . To separate 

them, the fourth term of system (2.2) must be transformed by changing the order of 

integration. Using the unsymmetric Fubini Theorem, we have the following 

equalities: 

                                              

 

 

    

           
 

  
                       

 

 
            

 

 

 

 
                (2.3)               

                                                 
 

 
   

                             
 

 

 

 
           

     

 

  

                          

   

   

 

                                                
 

 
    

                             
 

 

 

 
          

     

 

  

                  

 

   

       

                                                     
 

  
                        

   

 
         (2.4) 

where     denotes that the integration is in the Lebesque-Stielties sense with respect 

to the variable     in the function          

         Let us introduce the following notation: 

                                                        
                  
                      

                        (2.5) 

Hence      can be expressed in the following form: 

                                              

 

 

    

           

 

 

 

 

               

 

  

                     

 

   

    

                                               
 

  
                       

 

 
                  (2.6) 

Using again the unsymmetric Fubini Theorem, the equality (2.6) can be rewritten 

in more convenient form as follows: 
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                   (2.7) 

Now let  us consider the solution       of system (1.1) for        

                                          

  

 

               

                 
 

 

  

 

         

 

  

                       

 

   

 

                                         
 

  

  
 

                            .                 (2.8) 

 

Consider system (2.7), for brevity, let, 

                                               
 

 
             (2.9) 

               

 

 

 

 

           

                                               
 

                        
 

   
 .             (2.10) 

                  
 

  
                                                                        (2.11)  

Substituting (2.9), (2.10), (2.11) in (2.7), we have a precise variation of constant 

formula for system (1.1) as 

                                                                
 

 
                  (2.12) 

 

Definition 2.1 (Complete State) 

The complete state for system (1.1) is given by the set               
Definition 2.2   (Relative Controllability) 

The system (1.1) is said to be relatively controllable on       if for every initial 

complete state              there exists a control function     defined on       

such that the solution of system (1.1) satisfies             ). 

 

2.02:  Basic Set Functions and Properties. 

Definition 2.3  (Reachable set) 

The reachable set for the system (1.1) is given as 

                 

 

  

  

 

                         

Definition 2.4  (Attainable set) 

The attainable set for the system (1.1) is given as 

                         

                                                                                     

 

Definition 2.5 (Target set) 

The target set for system (1.1) denoted by         is given as 

                                                 

Definition 2.6 (Controllability grammian) 

The controllability grammian of the system (1.1) is given as 
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Where T denotes matrix transpose. 

 

2.03:   Relationship between the Set Functions 

We shall first establish the relationship between the attainable set and the reachable 

set to enable us see that once a property has been proved for one set, and then it is 

applicable to the other. 

From equation (2.7), 

                                                                

                         

This means that the attainable set is the translation of the reachable set through 

      Using the attainable set, therefore, it is easy to show that the set functions 

possess the properties of convexity, closeness and compactness.   

Also, the set functions are continuous on       to the metric space of compact 

subject of     .  E.N. Chukwu (1988) and I.Gyori (1982) give impetus for 

adaptation of the proofs of these properties for system (1.1). 

 

Definition 2.7 (Properness) 

The system (1.1) is proper in                                      

i.e if 

            

 

  

                    

   ⟹            

 

 

3. The Main Result 

Theorem 3.1     Consider the system (1.1) given as  
 

  
                              

 

 
         

 

  
                    (3.1) 

                             

with its standing hypothesis, then the following statements are equivalent: 

(i) System (3.1) is relatively controllable on     . 

(ii) The controllability grammian        of system (3.1) is non-singular. 

(iii) System (3.1) is proper on          . 

 

Proof 

From the controllability standard, we realized that:        is non-singular, is 

equivalent to        is positive definite, which in turn is equivalent to     times the 

controllability index     

The controllability index for this system (3.1) is given as 

          

 

  

                                       

Thus (ii) and (iii) are equivalent. 

To prove that (i) and (iii) are equivalent. 
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It  follows that C is orthogonal to the reachable set          where  

                 

 

  

                                

 

 

  

If we assume the relative controllability of system (1.1) visa vis (3.1), then  

            so                           ⟹        

 

 

Conversely, 

Assume the system (3.1) is not controllable, so that the reachable set  

                    Then there exists            such that   

            

                                                      

                                      
 

  

 

 
                 

                               

 
          

 

  
                     

 

       

            
 

  
                     

              

 

Theorem 3.2 

(Necessary and sufficient conditions for the system to be relatively controllable) 

The system (3.1) with its standing hypothesis is relatively controllable if and only if 

zero is in the interior of the reachable set of the system for              

 

Proof 

The need to show that                    The reachable set        is a closed and 

convex subset of X.  Therefore, a point      on the boundary implies there is a 

support plane   of        through    .  That is,  

                                

Where     is an outward normal to the support plane    

If    is the corresponding control to    ,we have   

              
 

  

 

 
                

               
 

  

 

 
                                       (3.2) 

For each    . Since   is a unit sphere the inequality (3.2) becomes. 
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          (3.3) 

Comparing system (3.2) and (3.3), we have  

                                                            
 

  
              (3.4) 

More so, as      is on the boundary, since we always have         .  If    were 

not in the interior of       , then it is on the boundary. Hence from the preceding 

argument, it implies that 

      

 

 

           

 

  

            

So that                  
 

  
                  

This, by the definition of properness implies that the system is not proper since 

      However, if                            

              

 

  

                      

Which is the properness of the system and by the equivalence in Theorem 3.1, the 

relative controllability of system (3.1) on the interval           is thus proved. 
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