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Abstract. Based on the analysis of the fundamental characteristics of the end-to-end network time delay, 

this paper presents a new network delay prediction method based on wavelet- autoregressive integrated 

moving average model (W-ARIMA). The wavelet filter is applied to eliminate the noise signal from the 

time delay data and then the ARIMA model is used to predict the time delay sequence. An experimental 

example is given to show that the performance of the proposed delay predicting method, the results show 

that the W-ARIMA proposed in this paper has much higher prediction accuracy compared with the method 

based on the direct autoregressive integrated moving average (ARIMA) model. 
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1 INTRODUCTION 

In recent years, with the maturing of Internet technology, the Internet network control system has widely 

applied to the industrial field control, fault detection and remote monitoring [1-3]. However, the network 

delay greatly increases the complexity of the network control system analysis and design, which is exiting 

inevitably and randomly [4]. Hence, accurate modeling and prediction of Internet network delay is the basis 

of the analysis and design of networked control system. 

In 1978, Wong J W [5] used the Poisson arrival assumption to take on the analysis of traditional network 

delay queue, which considered that the data arrival interval was unrelated. However, the simulation showed 

that it had a great difference between the predicted value and measured network delay by using queuing 

theory. Qiong L, Ming Y, and Jiao L, proposed the use of linear time series forecasting model based on AR 
(Auto-Regressive), ARMA (Auto-Regressive Moving Average), ARIMA (Auto-Regressive Integrated 

Moving Average) forecast model respectively in 2001, 2003, 2006 [6-8], forecasting analysis for network 

delay. It is obtained that the low order AR or ARIMA model can accurately model the network time delay, 

and provide accurate prediction accuracy through simulation results.  

In addition, there are many scholars use intelligent methods such as neural networks for prediction of 

network delay [9-11]. The neural network has the ability of nonlinear identification, which can therefore be 

used to predict network time delay, but it is easy to fall into local extremum due to the reasons of “over 

training” or “lack of training” in the traditional neural network. In 2007, Cun Li [12] proposed a prediction 

method of two level network delay based on the SVM (support vector machine), which is suitable for the 

prediction of network delay with strong nonlinearity. However, this method still has the problem of long 

computing time, more seriously, with the increase of the specimen and its accuracy will be decreased. In 
[13], Xiao T offers a prediction delay modeling by using the grey theory, which is very similar with 

autoregressive model, but the prediction precision of grey method is poor if there exits random jitter in 

network delay time series.  

As we know, the autoregressive moving average model (ARMA) has a high prediction accuracy and 

advantages of simple modeling, fast computational speed in the short term, compared with other prediction 

methods. However, it will bring lots of computation and increase the complexity if we use the ARMA 

model directly, as for the time-varying and nonlinear characteristic performance of network delay. It is 

difficult to guarantee the real-time capability of network control system. To avoid this problem, we adopt 

differential treatment and wavelet transform to eliminate the non-stationary of the network delay sequence, 
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and extract the change trend of network delay sequence. It could reduce the order of the model and improve 

the accuracy of prediction of network delay by this method. 

This paper first analyzes the composition of network delay, and then collects the real end-to-end time 

delay data by Ping method from a client to the Sina site. Secondly, proposes the network delay prediction 

method based on Wavelet-Autoregressive Integrated Moving Average model (W-ARIMA) to judge the 

network quality. 

2 TIME DELAY DATA COLLECTING  

2.1 The composition of network delay 

Generally speaking, end-to-end network delay is mainly divided into four parts, namely: the processing 

delay, transmission delay, propagation delay and queuing delay. 

(1) Transmission delay: refers to the time taken from the entrance of the first bit of data packet into the 

communication link to entrance of the last bit of the data packet into the communication link. 

(2) Propagation delay: refers to the time taken from sending the first bit of data packet by client to 
receipt of the bit by server. The transmission delay is mainly decided by the propagation speed and 

the physical distance between the client and server, and it is considered to be the same in most 

cases, because the propagation speed is very fast (2/3 the speed of light). 

(3) Queuing delay: refers to the packet in the router's buffer, waiting time before transmission or 

processing, which is mainly affected by router performance and network load. In general, the value 

of queuing delay changes randomly. 

(4) Processing delay: refers to the time between packet arrives at the input end of a certain node and 

arrives the output end of the node, which is mainly affected by the computing power of that 

processing node. The processing delay is random on the whole, as for the speed of each probing 

packet processed in the router is not exactly the same, and it can be divided into a definite part and 

a random part. 

2.2 Network delay collection 

In this paper, we select the typical method ‘Ping’ to obtain the end-to-end delay data, the client computer is 

in an office of Dalian University of Technology, and the Server selects Sina server (IP:121.194.0.239), with 

10 intermediate routers between the client and server.  

We do the Ping experiment from midnight, 12, Aug. 2014 to midnight, 13, Aug. 2014, for 24 hours in 

order to observe the network delay characteristics in a long term. The probe packet size is set 32B, the Ping 

period is 1 minutes, and we can collect 1,440 sets of data. Figure 1 shows the changing curve of measured 

Ping network delay between client and the server. As can be seen, network delay is distributed randomly 

within a certain range, and presents a periodicity over time. The value of delay is higher within daytime, 
when network load is larger, and delay fluctuation is greater; on the other hand, it is lower during late night 

and early morning, and delay fluctuation is relatively smooth. 
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Figure 1 Network time delay sampling 

3 WAVELET DECOMPOSITION FOR TIME DELAY SEQUENCE 

3.1 The principle of wavelet transform 

In 1987, Mallat presented an analysis of time domain, frequency domain and has the function of wavelet 

method [14], it can clearly reveal the various changes in the cycle of hidden in the signal, fully reflect the 

trend of changes in different time scales in the system. Wavelet makes a complex non-stationary signal 

more obvious after wavelet transform, also can make a qualitative estimate of the future development trend 

of the system. The Mallat architecture is put forward on the basis of a fast wavelet transform algorithm in 

the multi resolution analysis, namely the famous Mallat Pyramid shaped algorithm. This algorithm can do 

signal time domain and frequency domain analysis for the original signal by constructing a two channel 

filter coefficients, in the case of unknown of the scale function  and wavelet function . 

(1) Decomposition, Mallat wavelet decomposition algorithm is described as Equation (1) 

   (1) 

Where, and  are the discrete approximation coefficients of signal multi-resolution analysis, 

and are two filters for difference equation.  

(2) Reconstruction, the Mallat wavelet reconstruction algorithm is shown as Equation (2). 

   (2) 

Where, and can be obtained from Equation (1).  

3.2 Time delay sequence wavelet decomposition 

The signal wavelet decomposition is actually the process of implementation of the discrete wavelet 

transform using the filter, as shown in Figure 2. The S is representation of the original time series, through 

two complementary filters to generate A, D two signals, wherein A represents the signal approximation 

(Approximation), low frequency part of the signal, D reflects the signal details value (Detail), which is of 

high frequency part of the signal. Generally speaking, the low frequency part of the signal is the most 

important, and the high frequency part of an "additive" role. 

 

 

Figure 2 Filtering process of two-channel Wavelet 
 

Thus, the discrete wavelet transform can be expressed as the composition of a tree consists of by a low-

pass filter and a high pass filter. This tree is called the wavelet decomposition tree, the original signal is 

decomposed by a number of such filters, and the decomposition layers are depended on the need of data to 
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be analyzed and the requirement of user. In order to select the appropriate decomposition layers, first of all, 

starting from the overall delay sequence, here, we use the data collected to design wavelet decomposition. 

Figure 3 shows the network delay wavelet decomposition for network time delay of Sina. From Figure 

3, it can be seen that, when choosing the 2 layer wavelet decomposition, the delay time series are not 

smooth enough, and jitter phenomenon still more obvious; when choosing the 4 layers wavelet 

decomposition, but filter out much of the delay characteristics, and can’t correctly reflect the distribution 
characteristics of the time delay; when choosing the 3 layers, the decomposed signal is kept the original 

time series period characteristics, but also reflects the most of the changing details. Therefore, we finally 

set the decomposition structure is 3 layers. 

 

 

Figure 3 Wavelet decomposition for network delay sequence 

4 PREDICTION OF NETWORK TIME DELAY BASED ON W-ARIMA MODEL 

4.1 Network delay modeling 

Process modeling of network delay is actually the time sequence of the delay composition process of 

ARMA model identification. Before the modeling of network delay sequence, we should first determine the 

stationary characteristics of the time delay sequence series, due to the AR model, MA model or ARMA 

model are only for stationary time series modeling. If the delay time series are non-stationary series, then 
needs to do differential treatment make it into a stationary sequence, and the ARMA model becomes 

ARIMA (Autoregressive Integrated Moving Average Model) model after differential treatment.  

The model identification process often judged by the "tailing" and "truncation" characteristics of self-

correlation coefficient and the partial correlation coefficient of the stationary time series. The so-called 

"truncation ", refers to the existence of ‘q’, the covariance function satisfies when k>q; 

on the other hand, the so-called "tailing", refers to the function presents negative exponential decay 
properties, but can’t reach to zero. 
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Figure 4 Autocorrelation and partial autocorrelation coefficients of network delay sequence of Sina after 

first order difference process 

 

Figure 4 (a) shows the corresponding autocorrelation and partial autocorrelation coefficient of the first 

20 items for time delay of Sina, it can be clearly seen from the figure, the autocorrelation coefficient 

presents the slow linear decrease trend, so the delay sequence is non-stationary time series. While, Figure 4 
(b) describes the corresponding autocorrelation and partial autocorrelation coefficient of the first 20 items 

after the first order difference process. It's not hard to see that, the autocorrelation coefficient of delay 

sequence satisfies the ‘truncation’ characteristics in the 1 step, which means that we can use the MA (1) 

model to simulate the delay sequence. On the other hand, the partial correlation coefficient delay sequence 

satisfies the ‘tailing’ characteristics, which implies that we can select the AR (2) model to simulate the 

delay sequence. Finally, we also could select the ARMA (3,0) model according to the principle of Box-

Jenkins modeling, which has less amount of calculation.  

Followed by the Akaike Information Criterion (AIC) compares the 3 models [15], as shown in Table1. 

The final parameters are selected as: p=3, q=0, d=1, namely ARIMA (3,1,0) model, the parameters of the 

least square estimation are . 
 

Tab. 1 AIC parameters of model 

Model Residual sum of squares AIC 

AR (3) 3857.22 6.102 

AR (2) 38603.43 6.1081 

MA (1) 38773.71 6.2204 
ARMA (2,1) 38768.12 6.1108 

 

4.2 Prediction of network delay 

After modeling, we use Matlab program to realize the prediction of end-to-end time delay. The input 

parameter of the real-time wavelet filter is 128, and starts to wavelet filter process in a rolling manner from 

the 129th input delay data. Firstly, the time delay data needs to do a first-order differential procedure, and 

then sent into the ARMA model forecast.  

Figure 5 is the output results prediction. Figure 5 (a) and (b) are the overall views of prediction. Figure 
5 (a) shows the ARMA forecasting result after the wavelet filtering, and Figure 5 (b) shows the directly 

ARMA forecasting result without wavelet filtering procedure. In order to observe more intuitive, we 

intercept the 100 points to amplify, as shown in figure (c) and (d). By comparing the local prediction effect, 

it can be found that the whole trend of wavelet denoising is more smooth compared with directly using of 

the ARIMA model. Besides that, the W-ARIMA has higher prediction precision. 
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（c） （d） 

Figure 5 Prediction results of time delay 

 

5 CONCLUSION 

This paper mainly studies the end-to-end network delay composition, delay measurement and delay 

prediction. The network delay sequence data are collected by using the Ping method, and analyzes the 

distribution characteristics of it. A new W-ARIMA method is proposed to predict the network delay. 

Wavelet filtering transform could eliminate the non-stationary of the network delay sequence, and grasp the 

delay variation trend. The predicted results show that wavelet prediction accuracy is better than direct 

prediction. This method offers a new idea for the study of the Internet network delay prediction. 
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